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COURSE DESCRIPTION
	1. Course title: Engineering Technology I
	2. Course code: Es1-08-II 

	3. Validity of course description: 2018/2019

	4. Level of studies: BA, BSc programme / MA,MSc programme or 1st cycle / 2nd cycle of higher education

	5. Mode of studies:  intramural studies / extramural studies

	6. Field of study: Electrical Engineering
	(FACULTY SYMBOL) RE

	7. Profile of studies: general academic

	8. Programme: all

	9. Semester: II

	10. Faculty teaching the course: Department of Optoelectronics

	11. Course instructor: dr inż. Cuma Tyszkiewicz

	12. Course classification: common courses

	13. Course status: compulsory /elective

	14. Language of instruction: English

	15. Pre-requisite qualifications: 
Completed course on basic calculus and algebra.

	16. Course objectives: 
The primary objective of this course is to develop selected skills required to solving engineering problems concerning data analysis. The student will learn how to find a polynomial interpolating data points, approximation, root finding and statistical analysis.

	17. Description of learning outcomes:

	Nr
	Learning outcomes description
	Method of assessment
	Teaching methods
	Learning outcomes reference code


	1.
	Student understands a concept of vector. The student can do following calculations: summation and subtraction of vectors, multiplication of the vector by a scalar value, scalar multiplication of two vectors, a cross product of  vectors. The student can find whether a given set of vectors makes a base in a vector space. The student can find a representation of a vector in a given vector base.
	written test
	lecture
	K1A_W01 +++

	2.
	A student understands a concept of linear and polynomial interpolation. The student knows advantages and disadvantages of three polynomial bases in a polynomial vector space: Lagrange, monomial and Newton. Student is able to calculate polynomials of Lagrange and Newton base.
	written test
	lecture
	K1A_W01 +++

	3.
	A student understands the following four root finding algorithms: bisection, secant, falsi rule and Newton. The student understands a concept of a rank and convergence rate of a root finding algorithm. The student can point out advantages and disadvantages of these algorithms.
	written test
	lecture
	K1A_W01 +++

	4. 
	A student understands a concept of least square approximation and approximation error. The student can calculate a least square error.
	written test
	lecture
	K1A_W01 +++

	5.
	A student understands a concept of a population and sample. The student understand a concept of a probability function, probability density function, cumulative probability function, expected value and variation. The student understands a concept of an estimator and can calculate estimators of the expected value, variance and standard deviation of a Gaussian distribution.
	written test
	lecture
	K1A_W01 +++

	18. Teaching modes and hours
Lecture / BA /MA Seminar / Class / Project / Laboratory
Sem 1; - Lecture: 30 h

	19. Syllabus description:
Semester 2:
1. Vectors in two and three-dimensional space. Scalar product. A concept of a linear vector space and its base. Linear independence of vectors.
2. Linear and polynominal interpolation of real valued functions of a single real variable. A Lagrange, monomial and Newton basis in a polynomial vector space. Approximation error.
3. Least square approximation of real valued functions of a single real variable. Linear regression method.
4. Root finding alghoritms: bisection, secant, falsi rule and Newton methods.
5. Mathematical statistics basic ideas. Concept of the expected value, variance and covariance. Probability functions, probability density functions and cumulative probability functions. Selected discret and continuous distributions. Estimatots of the expected value, variation and standard deviation of a Gaussian distribution.

	20. Examination: NO

	21. Primary sources:
George W. Collins, II "Fundamental Numerical Methods and Data Analysis", 2003, digitized copy avialable online
J.M. McDonough, "Lectures in basic computational numerical analysis",University of Kentucky, digitized copy avialable online

	22. Secondary sources:


	23. Total workload required to achieve learning outcomes
Lp.
Teaching mode :
Contact hours / Student workload hours
1
Lecture
30/30
2
Classes
0/0
3
Laboratory
0/0
4
Project
0/0
5
BA/ MA Seminar
0/0
6
Other
0/0
Total number of hours
30/30


	24. Total hours:60

	25. Number of ECTS credits: 2

	26. Number of ECTS credits allocated for contact hours: 1

	27. Number of ECTS credits allocated for in-practice hours (laboratory classes, projects):0

	26. Comments:




Approved:
…………………………….


…………………………………………………
(date, Instructor’s signature)



(date , the Director of the Faculty Unit signature)
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